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the “Hopfield network”



Collective phenomena in physics:

物理中的集体⾃组织现象

⾃旋玻璃
贝纳德原胞

A network of neurons (~ our brain) can 
memorize — could this be an emergent property 

and collective in origin? 

⼀个简单的神经⽹络可以⾃发
产⽣记忆的本领吗？

Can this memorize?



Two types of memories

“content-addressable memory CAM 内容可寻址内存” / 
“associative memory” 联想内存


“random access memory” RAM 随机存储内存

— Input address, output content

— Input “stimulus”, output content



A new paradigm of information storage and retrieval
➤ A neuron has a state si (e.g. 0 or 1)

➤ Interaction ~ a weight between a neuron pair wij


➤ Neurons are updated one at a time as a result of all 

interactions 


➤ f(x) is highly nonlinear e.g. a Heaviside function


➤ “memory” ~ a steady state of the network

➤ What the network memorizes is determined by the 

weights wij

si,t=1 = f ∑
i≠j

wijsj,t=0

A simple model of this process:

the “Hopfield network” — non-linear dynamics

— N-body system



To memorize and retrieve memory
➤ To let the network memorize a pattern { }:

Let the weight be 


➤ To let the network memorize two patterns { } and { }:

Let the weight be 


One can prove that the stored states { } and { } are stable 
under the updating algorithm. 


The memories can be retrieved by inputing similar patterns 
(“stimulus”). 

sA
i

wij = (2sA
i − 1)(2sA

j − 1)

sA
i sB

i

wij = (2sA
i − 1)(2sA

j − 1) + (2sB
i − 1)(2sB

j − 1)

sA
i sB

ithe “Hopfield network”

~the outer product (the “Hebb rule”)

— “content-addressable memory CAM 内容可寻址内存”

—the network learns the two-point correlations



Code credit: GPT-4o

An example with N=100 neurons (Hopfield 1982 used N=30) 

“Memory”“Stimulus”
刺激 记忆 通过刺激找到记忆

From stimulus to memory



Why can this memorize?

the “Hopfield network”


An energy can be defined of the network





➤ When wij is symmetric and deterministic: E decreases when the network 
updates (~ Ising model)


➤ When wij is symmetric and random (~ spin glass): many locally stable 
states exist


➤ When wij is asymmetric: richer dynamics (limiting points/cycles, chaotic 
wandering)

E = −
1
2 ∑

i≠j
∑

j

wijsisj

In all cases, the flow in the phase space has the necessary properties for a physical content-
addressable memory. 

memories ~ potential wells 
in the state space



Properties

the “Hopfield network”

➤ Robust to model details 

➤ New memories can be added

➤ A network of a certain size can saturate

➤ Can work with “brain damage”

➤ Memories too close to each other tend to confuse and merge

➤ Not entirely deterministic



What can it do

the “Hopfield network”

As associative memory 联想内存 

➤ pattern completion 图案补全

➤ familiarity recognition 识别

➤ categorization 分类

➤ error correction 纠错

➤ time sequence retention 时间顺序保留


As a minimizer of an energy function 

➤ Solve optimization problems 优化问题求解 

e.g. Hopfield and Tank (1985) traveling salesman problem




In this model network each “neuron” has 
elementary properties, and the network 
has little structure. Nonetheless, 
collective computational properties 
spontaneously arose.



